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Introduction

 The ability to quickly and accurately identify urinary stone patients with positive urinary cultures, who 
sometimes need aggressive antibiotic management in a timely manner, is a major challenge for 
urologists.

 As a gold standard, urine culture testing has high requirements for operation and is time-consuming.

 New technologies for urine culture outcome still have a long way to go before being able to be applied 
in clinical practice.

 Our study aim to determine the predictive value of machine learning algorithms using a urine culture 
predictive model based on patients with urinary stones.



Figure 1 Flowchart of the study. CJFH, China-Japan Friendship Hospital. TFAHZU, The First Affiliated 

Hospital of Zhengzhou University. TFHCMU, The First Affiliated Hospital of China Medical University. 

TFCH, Tianjin First Central Hospital. GBDT, gradient boosting decision tree. *, a urine culture with three 

or more bacteria is considered contaminated.
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Materials and Methods

 A total of 2,054 urinary stone patients’ data from four clinical 

centers were analyzed. 

 Predictive models of urine culture outcomes were constructed 

and validated by logistic regression, random forest, adaboost, 

and gradient boosting decision tree (GBDT) models. 

 ROC with AUC was used to evaluate the performance of each 

prediction model. Additive NRI and absolute NRI were used 

to assess the predictive capabilities of the models.
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Results

 A total of 2,054 cases from four clinical centers were 

ultimately included in the study. 

 Patients had a mean age of 51.3±13.8 and a 

positive urine culture rate of 22.3%. 

 Females, age ≥60, with hypertension, diabetes, 

coronary heart disease and smoking habits had a 

significant association to positive outcomes of urine 

culture.

Patients’Characteristics
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Figure 2 Visualization of models included in this study. (A) Nomogram model to predict the risk of positive urine culture based 

on a logistic regression algorithm. (B) Visible principle of the algorithm based on adaboost. (C) and (D) are visualizations in parts 

of leaves based on the random forest and GBDT models. It should be noted that the visual model only shows a part of the leaves 

or principles of the decision tree and does not represent the entire model. 
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Figure 3 Important features in machine learning models and typical examples of performance predictions. (A) Top 10 important 

features of each machine learning model. (B) Typical receiver operating characteristic curve in four models in test No. 3 with a

ratio of 6:4. (C) Confusion matrix of four models in test No. 3 with a ratio of 6:4. No., number.

Results

Model construction

 A nomogram model, was constructed based 
on risk factors at a significance level of 5%. 
(Logistic regression model)

 42 features were selected to construct the 
machine learning models including sex, age, 
smoking habits, etc.

 Urine BACT was the most important feature 
among the three machine learning models.

 Test No. 3, with a ratio of 6:4, is a typical 
example of models’ performance. (Fig.3 B)



Figure 4 General performance of each model. (A) ROC of different models for cross-validation. (B) 

Statistical histogram of AUC. ROC, receiver operating characteristic. AUC, area under curve.
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 The GBDT model had the highest average AUC among all models, 

0.07 higher than the logistic regression model. 

 The additive NRI and absolute NRI of the GBDT and logistic 

regression models were 0.124 (95% CI: 0.106-0.142) and 0.065 (95% 

CI: 0.060-0.069), respectively.

Results

Model performance and comparison
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Discussion

 Current reports concerning urine culture predictive models are based on logistic regression algorithms, 
and their results are insufficiently accurate as a consequence of the algorithm’s inherent limitations.

 The predictive accuracy of the GBDT model was, on average, 7% higher than that of the logistic 
regression model.

 The improvement in predictive accuracy is of great significance. For example, compared with 
laparoscopic, the accuracy of the Da Vinci robot surgery is higher, so the benefit to patients is huge.

 It is believed that in the future, models of deep machine learning will cover all areas of medicine - not 
just urology.
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Strengths and limitations of this study

 Urine culture prediction model can help urologists acquire results in a short time.

 The use of machine learning algorithms improved the accuracy of the urine culture predictive model 

compare to traditional algorithms.

 In the future, machine learning models may be widely used in other areas of medicine.

 The samples for model training in this study are insufficient compared with those for machine learning 

models in other fields. 

 This is a retrospective study, and further verification with a large sample of prospective studies are 

required.
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