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Aim of the workshop

In this second version of the workshop on corpus generation and corpus augmentation for machine
translation (CoCo4MT 2023), we attempt to further establish augmentation techniques that can be used
for machine translation, especially in low-resource settings. Due to the overwhelming success with a
variety of languages in CoCo4MT 20221, in this CoCo4MT workshop we further introduce unique low-
resource languages like Urdi, Bengali, and Icelandic. Additionally, new machine learning techniques
that based on segmentation, data mining, and deep learning are presented. As an extra addition, this
year we introduce a shared task for the first time that focuses on the construction of corpora for machine
translation.

The CoCo4MT 2023 submissions provide open source access to their code and corpus which is found
directly in each submission. The CoCo4MT 2023 website2 is available publicly. It contains all of the
information for the previous year along with this year’s workshop.

1Ortega, J. E., Carpuat, M., Chen, W., Kann, K., Lignos, C., Popovic, M., and Tafreshi, S., editors (2022). Proceedings of
the 15th biennial conference of the Association for Machine Translation in the Americas (Workshop 2: Corpus Generation and
Corpus Augmentation for Machine Translation). Association for Machine Translation in the Americas.

2https://sites.google.com/view/coco4mt
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Workshop scope and details

It is a well-known fact that machine translation systems, especially those that use deep learning, require
massive amounts of data. Several resources for languages are not available in their human-created
format. Some of the types of resources available are monolingual, multilingual, translation memories,
and lexicons. Those types of resources are generally created for formal purposes such as parliamentary
collections when parallel and more informal situations when monolingual. The quality and abundance of
resources including corpora used for formal reasons is generally higher than those used for informal
purposes. Additionally, corpora for low-resource languages, languages with less digital resources
available, tends to be less abundant and of lower quality.

CoCo4MT is a workshop centered around research that focuses on manual and automatic corpus creation,
cleansing, and augmentation techniques specifically for machine translation. We accept work that covers
any language (including sign language) but we are specifically interested in those submissions that
explici tly report on work with languages with limited existing resources (low-resource languages). Since
techniques from high-resource languages are generally statistical in nature and could be used as generic
solutions for any language, we welcome submissions on high-resource languages also.

CoCo4MT aims to encourage research on new and undiscovered techniques. We hope that the methods
presented at this workshop will lead to the development of high-quality corpora that will in turn lead to
high-performing MT systems and new dataset creation for multiple corpora. We hope that submissions
will provide high-quality corpora that are available publicly for download and can be used to increase
machine translation performance thus encouraging new dataset creation for multiple languages that will,
in turn, provide a general workshop to consult for corpora needs in the future. The workshop’s success
will be measured by the following key performance indicators:

• Promotes the ongoing increase in quality of machine translation systems when measured by
standard measurements,

• Provides a meeting place for collaboration from several research areas to increase the availability
of commonly used corpora and new corpora,

• Drives innovation to address the need for higher quality and abundance of low-resource language
data.

Topics of the workshop include but are not limited to:

• Difficulties with using existing corpora (e.g., political considerations or domain limitations) and
their effects on final MT systems,

• Strategies for collecting new MT datasets (e.g., via crowdsourcing),

• Data augmentation techniques,

• Data cleansing and denoising techniques,

• Quality control strategies for MT data,

• Exploration of datasets for pretraining or auxiliary tasks for training MT systems.

This year, we also conducted the first CoCo4MT shared task, where we invited participants to develop
and share their methods on identifying beneficial instances for machine translation without any existing
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parallel data in a target language. The goal of the shared task was to encourage research on making
the data curation process for machine translation more efficient, particularly for low-resource languages
where collecting data to train high-performing MT systems is constrained by cost and scale. We used
multi-way parallel data from the Bible to create training and evaluation data in nine languages, which are
publicly available here: https://github.com/ananyaganesh/coco4mt-shared-task.
We received two submissions to the shared task, and the details of both systems are published as part of
the proceedings, along with the findings of the shared task.
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Invited Speakers (listed alphabetically by first name)

We are happy our dear colleagues Jack Halpern, Manuel Mager, and Marta R. Costa-jussà have prepared
talks on three important topics for CoCo4MT 2023.

Jack Halpern, The CJK Dictionary Institute
Jack Halpern, CEO of The CJK Dictionary Institute, is a lexicographer by profession. For sixteen years
was engaged in the compilation of the New Japanese-English Character Dictionary, and as a research
fellow at Showa Women’s University (Tokyo), he was editor-in-chief of several kanji dictionaries for
learners, which have become standard reference works. Jack Halpern, who has lived in Japan over
40 years, was born in Germany and has lived in six countries including France, Brazil, Japan, and
the United States. An avid polyglot who specializes in Japanese and Chinese lexicography, he has
studied 18 languages (speaks ten fluently) and has devoted several decades to the study of linguistics
and lexicography. On a lighter note, Jack Halpern loves the sport of unicycling. Founder and long-
time president of the International Unicycling Federation, he has promoted the sport worldwide and
is a director of the Japan Unicycling Association. Currently, his passions are playing the quena and
improving his Chinese, Esperanto, and Arabic.

Marta R. Costa-jussà, Meta AI
Marta R. Costa-jussà is a research scientist at Meta AI since February 2022. She received her PhD
from the UPC in 2008. Her research experience is mainly in Machine Translation. She has worked
at LIMSI-CNRS (Paris), Barcelona Media Innovation Center, Universidade de São Paulo, Institute for
Infocomm Research (Singapore), Instituto Politécnico Nacional (Mexico), the University of Edinburgh
and at Universitat Politècnica de Catalunya (UPC, Barcelona), co-leading the MT-UPC Group. She has
participated in 18 European/Spanish research projects; she has organised 12 workshops in top venues
and she has published more than 100 papers. She has been part of the Editorial Board of the Computer
Speech and Language journal. She has received an ERC Starting Grant and two Google Faculty Research
Awards (2018 and 2019).

Manuel Mager, AWS AI Labs
Manuel Mager is an Applied Scientist at AWS AI Labs, and completing his Ph.D. candidate at the
University of Stuttgart, Germany. He graduated in informatics from the National Autonomous University
of Mexico (UNAM) and did a Master’s in Computer Science at the Metropolitan Autonomous University,
Mexico (UAM). His research is focused on Natural Language Processing for low resource languages,
mainly indigenous languages of the American continent that are polysynthetic. He also worked on
Graph-to-text generation and information extraction.

Other speakers and guests Due to its previous success, CoCo4MT will once again host a panel that
includes several other researchers and notable speakers. The panel speakers will be announced in a future
(post-edited) version of the proceedings.
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Abstract

When parallel corpora are preprocessed for machine translation (MT) training, a part of the par-

allel data is commonly discarded and deemed non-parallel due to odd-length ratio, overlapping

text in source and target sentences or failing some other form of a semantic equivalency test.

For language pairs with limited parallel resources, this can be costly as in such cases modest

amounts of acceptable data may be useful to help build MT systems that generate higher quality

translations. In this paper, we refine parallel corpora for two language pairs, English–Bengali

and English–Icelandic, by extracting sub-sentence fragments from sentence pairs that would

otherwise have been discarded, in order to increase recall when compiling training data. We

find that by including the fragments, translation quality of NMT systems trained on the data

improves significantly when translating from English to Bengali and from English to Icelandic.

1 Introduction

Neural Machine Translation (NMT) usually exhibits good performance when trained on a large

amount of good-quality bilingual sentence pairs. However, developing a good-quality NMT

system for language pairs with limited resources is a challenging task. When compiling a par-

allel corpus, and during preprocessing for training, a significant amount of sentence pairs are

commonly discarded before the data can be used to train the translation model. That may not

be much of a problem for high-resource language pairs, where the training data contains suffi-

ciently large number of sentence pairs even after discarding many of them, but language pairs

with limited resources can be negatively impacted if the filtering is inaccurate, as less training

data may limit the quality of the translation model.

The first stage of NMT training involves preprocessing the training data in which the text

pairs go through several steps such as tokenising, filtering and byte-pair encoding (Sennrich

et al., 2016). In the filtering step, all the text pairs with unusual source-target sentence-length
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ratio, extremely long sentences, absence of text for either one of the languages, or other anoma-

lies are discarded. These can be a substantial percentage of available parallel pairs, and for

language pairs that have limited resources, a number which could affect performance notice-

ably. Although the sentence pairs are discarded due to irregularities that can be detrimental for

MT systems, they often contain a considerable amount of semantically similar segment pairs at

the phrase, chunk or sub-sentence level. For example, if a source-language sentence contains

50 words and its target counterpart contains 10 words, they are likely to be discarded due to

odd sentence-length ratio. However, they may contain similar information and some equivalent

phrases or segments. This leads us to the two research questions we seek to answer in this paper:

1. Can deficient training data for MT be identified and refined to be more useful?

2. Can data commonly discarded, when compiling or pre-processing training sets for

NMT, be mined for parallel sentence pairs beneficial for training?

In order to seek answers to these questions, we conduct two experiments. In the first one,

described in Section 4, we work with English–Bengali sentence pairs from the Samanantar par-

allel corpus (Ramesh et al., 2022). We score the pairs and select a subset of the highest scoring

pairs for training. The discarded sentences are then divided into subsentences and treated as a

comparable corpus, which we mine for sentence pairs acceptable for training. In our second

experiment, described in Section 5, we work with a subcorpus of the English–Icelandic parallel

corpus ParIce (Barkarson and Steingrímsson, 2019), which is composed of a collection of par-

allel texts in a number of domains. The subcorpus we work with contains regulations and other

documents published in relations with the EEA agreement. We collect all sentences that did

not obtain alignments during the alignment process, as well as sentence pairs filtered out due to

insufficient quality. We treat these discarded sentences as we treated the English–Bengali data,

i.e. divide the sentences into subsentences and mine them for sentence pairs potentially useful

for MT training.

Finally, we train multiple NMT models to assess the feasibility of the approach. Our eval-

uation shows that MT quality can be increased by extracting useful chunks at a sub-sentence

level from data that would usually be discarded.

2 Related Work

A significant amount of research has been carried out in the area of exploiting comparable cor-

pora for MT. Karimi et al. (2018) extracted parallel sentences from Wikipedia documents by

translating documents in Persian into English, and also in the reverse direction, to extract seman-

tically equivalent sentence pairs. Steingrímsson et al. (2021b) employed three different mea-

sures to identify and score parallel sentences from comparable corpora for English–Icelandic:

Crosslingual information retrieval (CLIR) based approach (Lohar et al., 2016), LaBSE, and

WAScore, a word alignment based scoring mechanism introduced in the paper. Ramesh et al.

(2022) extracted parallel sentences from the web by using:

• monolingual corpora crawled from web,

• OCR to extract sentences from scanned documents,

• multilingual representation models for sentence alignment, and

• nearest neighbor searching method.

Munteanu and Marcu (2006) experimented with extracting parallel sub-sentences from

comparable corpora using word alignments to link words in the source and target language and
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calculate a signal value to estimate the probability of all word to word links, which they use to

determine if two strings of words are parallel. Other work on sub-sentential fragment extraction

include Hangya and Fraser (2019), who used bilingual word embeddings to greedily align words

in partly parallel sentences, and then average the word alignment scores and weigh them using

segment length to decide if a given segment pair is parallel. However, we are not aware of any

work till date attempting to utilize discarded parallel training data.

Recent work on developing English–Bengali MT systems include Bal et al. (2019), who

proposed approaches for translating assertive, interrogative and imperative English sentences

into Bengali by analysing their sentence patterns and using different Bengali grammatical rules.

Paul and Purkhyastha (2020) developed an English–Bengali NMT system for the aviation do-

main trained on a unique English–Bengali parallel corpus in this domain. Siddique et al. (2020)

built a translation system using an encoder-decoder recurrent neural network with the help of

knowledge-based context vectors for mapping English and Bengali words.

Until recently, work on English–Icelandic MT was limited to an Apertium (Forcada et al.,

2011) based model (Brandt et al., 2011). The ParIce corpus was published in 2018, spurring

work using statistical and neural methods for English–Icelandic MT. Jónsson et al. (2020) pre-

sented the first publishedwork on Phrase-Based StatisticalMT (PBSMT) andNMT for Icelandic

and, in 2021, English–Icelandic was one of the language pairs in the shared news translation task

at WMT (Akhbardeh et al., 2021).

3 Methodology and Experiments

In this work, we reexamine discarded parallel training data by segmenting it and extracting

semantically equivalent bilingual segments. We then utilise parallel segments extracted from

the discarded data as additional parallel training data if it can be deduced from our methods that

the segments will be useful for MT training. We compare the quality of the translation output to

baseline models. In the case of English–Bengali, the comparison is made to a model trained on

the full Samanantar corpus and to the state-of-the-art IndicTrans model (Ramesh et al., 2022),

and in the case of English–Icelandic, to a model trained on the aligned and filtered corpus,

without the sentence pairs mined from discarded data.

3.1 Datasets

For our first experiments, we re-evaluate English–Bengali parallel sentence pairs from the

Samanantar corpus (Ramesh et al., 2022), the largest publicly available parallel corpora collec-

tion for 11 Indic languages. The original English–Bengali parallel training data contains 8.52

million sentence pairs, sufficiently large for NMT training. However, when inspecting random

samples from the dataset, we found that not all the sentence pairs are mutual translations, al-

though many contain parallel sub-sentences that can be useful to acquire translation knowledge.

For our second experiment, we use the raw parallel documents used to compile the EEA

subcorpus of ParIce (Barkarson and Steingrímsson, 2019), obtained from the corpus publisher.

We took aside 903, 692 sentence pairs that had been aligned and accepted after filtering. We

then collected all other sentences in the corpus, which had been discarded at some stage in

the compilation process. Some did not obtain an alignment by the sentence alignment algorithm

while others were not accepted by filters. In total, this resulted in over 833K discarded sentences

in English and over 927K sentences in Icelandic.

3.2 Training and evaluation

For both language pairs (English–Bengali and English–Icelandic), we train separate NMTmod-

els for both translation directions. Fairseq (Ott et al., 2019) is used to train TransformerBASE

models, as described in Vaswani et al. (2017), except that we use byte-pair encoding with a
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Figure 1: Hyperparameters for all trained models.

shared vocabulary size of 32K and set dropout to 0.2, in line with Sennrich and Zhang (2019)

whose results indicate that a more aggressive dropout than applied in the original Transformer

paper leads to higher BLEU scores in low and medium resource settings. We train each model

on a single A100 GPU with early stopping on validation loss with the patience set to 5 epochs,
using the same setup as Ramesh et al. (2022) when they trained TransformerBASE models to

compare against their large model. For validation we use the FLORES development set (Goyal

et al., 2022) for English–Bengali and the in-domain EEA development set from the ParIce 21.10

dev/test splits (Barkarson et al., 2021), compiled from held-out documents from the same source

as the ParIce corpus. All our hyperparameters are given in Figure 1.

We evaluate the models automatically using BLEU scores (Papineni et al., 2002), using

the test sentences from the same datasets we used for validation. We calculate the scores using

SacreBLEU (Post, 2018), for them to be reproducible and comparable. For Bengali–English,

we follow the process carried out by (Ramesh et al., 2022). We use the default mteval-v12a tok-

enizer, but, since the SacreBLEU tokenizer does not support Bengali, we first tokenize using the

IndicNLP1 tokenizer before running SacreBLEU. SacreBLEU signatures for en→bn2, bn→en3

and for en→is and is→en4 are provided in footnotes.

4 Refining an English–Bengali Corpus

We begin by calculating similarity scores for each of the 8.52M English–Bengali sentence pairs

in the Samanantar corpus. We use LASER (Artetxe and Schwenk, 2019), LaBSE, andWAScore

(Steingrímsson et al., 2021b) for scoring the sentence pairs. LASER uses a pre-trained BiLSTM

encoder trained on data in 93 languages to generate scores for sentence pairs. LaBSE uses dual

encoder models, with the encoding architecture following the BERT Base model, and additive

margin softmax which creates a large margin around positive pairs. WAScore is word alignment

based and uses CombAlign (Steingrímsson et al., 2021a), which again employs multiple word

aligners to arrive at accurate word alignments. In order to remove sentences most likely to

be deficient, we treat this as a candidate list extracted from comparable corpora, following the

methodology described in Steingrímsson et al. (2021b), using a logistic regression classifier

1https://github.com/AI4Bharat/indicnlp_catalog
2SacreBLEU signature: BLEU+numrefs.1+case.mixed+tok.none+smooth.exp+version.2.2.0
3SacreBLEU signature: BLEU+numrefs.1+case.mixed+tok.13a+smooth.exp+version.2.2.0
4SacreBLEU signature: BLEU+numrefs.1+case.mixed+tok.13a+smooth.exp+version.2.2.0
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Dataset Size en→bn bn→en

(#sentence pairs ×106) BLEU time BLEU time

Samanantar 8.52 18.1 29h27m 27.9 20h2m

S1 5.6 19.0 14h33m 27.8 19h5m

S2 5 19.1 15h43m 28.5 11h22m

S3 4 18.9 16h32m 27.2 9h8m

S4 3 19.5 7h32m 26.6 6h38m

S5 2 18.7 5h57m 25.6 5h37m

S6 1 17.3 1h29m 23.3 1h43m

S7 0.5 14.9 1h6m 19.9 37m

Table 1: BLEU score for models trained on different sets of sub-selected English–Bengali data

until convergence. Scores in bold are highest and significantly higher than other scores accord-

ing to a bootstrap resampling test.

that considers all three scores to decide which sentence pairs to filter out. We then order the

remaining sentence pairs based on LaBSE similarity score and create differently sized sets of

parallel sentence pairs, with one set containing the 500 thousand highest scoring pairs (S7),

another containing the 1million highest scoring pairs (S6), and so on. Table 1 shows the size of

the original data set and the different sets of selected data. Note that the S1 data set represents

all the 5.6 million sentence pairs that our rather lenient classifier deemed acceptable. The other

sets contain a subset of the sentence pairs in S1, as described above.

4.1 Baseline

We trained models for both translation directions on the full Samanantar dataset of 8.5M sen-

tence pairs and set that as a baseline for our experiment. The models achieved 18.1 and 27.9
BLEU for en→bn and bn→en respectively (see Table 1), which is somewhat below the scores

of 20.3 and 32.2 reported for IndicTrans (Ramesh et al., 2022), trained on the same data. This

difference may be explained by the model size. We train TransformerBASE models with≈60M
parameters, while IndicTrans is a very large transformer model with ≈400M parameters.

4.2 Segment pairs for similarity measurement

We evaluate and compare the models trained on different amounts of data, with the smallest

datasets having the highest scoring sentence pairs in terms of the similarity score used, and find

that the BLEU score rises when sentence pairs are added, but only up to a point, when it starts

Figure 2: English and Bengali segments after splitting.
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Type of #sentence/segment

selection/discarding pairs

Whole pairs selected 1.2M
Whole Bengali and 79K
Partial English

Whole English and 88K
Partial Bengali

Both partial 456K
Discarded 1.7M

Table 2: Result of sub-sentential selection

going down again (see Table 1). These turning points are different for each language direction.

Steingrímsson et al. (2023) show that different filtering approaches may suit different translation

directions, even when working with the same parallel corpus. They speculate that this may be

due to lower quality text in one language than in the other, affecting the quality of translations

into that language if no special effort is put into filtering these lower quality texts out especially.

More complex morphology in one language, effects of translationese or other systemic factors

may also play a role. In our work, while evaluating our approaches on both language directions,

we aim our data selection on translating from English and into Bengali and Icelandic.

When evaluating the Samanantar subsets, shown in Table 1, the turning point is lower for

the en→bn dataset, with the highest BLEU for a subset of 3M sentence pairs. Aswe do not know

whether a more fine grained turning point would be below or above the 3M sentence pair mark,

to err on the side of caution we use the 2M highest scoring sentence pairs as a foundation for

our final system, and investigate further all the other 3.6M pairs from the set of 5.6M approved

by our classifier. We generate sub-sentential segments for each of these sentences and use

comparable corpora mining approaches to find optimal sentence pairs. For that we first split

up the sentences in both languages using commas and conjunctions as delimiters. In English

we use “and” and “or”, and “ও” and “এবং” in Bengali. Figure 2 shows examples of how the

sentences can be split. From the segments we generate all possible combinations of up to six

adjoining sentence parts for each language. We then pair each segment combination against all

segment combinations in the other language for any given pair. This results in a total of ≈115
million pairs to be evaluated, representing the 3.6M sentence pairs from the parallel corpus.

We use LaBSE to estimate semantic similarity for all segment pairs. Feng et al. (2022) use

the threshold 0.6 for selecting sentence pairs mined from CommonCrawl,5 as they find pairs

scoring higher than or equal to this threshold likely to be at least partial translations of each

other. Partial translations are often an effect of misalignment and according to Koehn et al.

(2018) including them in a training set can be detrimental to the output quality of a resulting MT

system. Our aim is to reduce the number of partial translations in our training set and extract

from them better mutual translations. Thus, we decide to set our threshold even higher, to 0.75.
Furthermore, we proceed to find the one best segment pair created from each sentence pair, and

only include that in our training set. Sometimes it comprises the whole sentence on both sides

and sometimes only a part of either one or both the sentences. For almost half the sentence

pairs all segment pair candidates are discarded as shown in Table 2. Using this approach, we

produce 1.8M pairs, of which 1.2M were complete sentence pairs and over 600K containing

partial sentences on either one or both sides. We add these to our foundation training set of 2M
sentence pairs and then use this combined data to train a new translation model to investigate

whether this processing approach affects the quality of translations, as measured by BLEU.

5http://commoncrawl.org/

6



Direction BLEU time

en→bn 19.7 10h52m

bn→en 26.8 10h32m

Table 3: BLEU scores for the final English–Bengali models, 2Mpairs+fragments, which contain

a total of 3.84M sentence pairs. Scores in bold are the highest for that translation direction.

4.3 Results

In order to evaluate if our methodology works to increase translation quality of an NMT system,

we train new models using the same hyperparameters as before and evaluate them in terms of

BLEU score, on the same test set as before. Table 3 shows how using our method gives us

the highest BLEU score for en→bn, which is the translation direction we used to decide what

data we should process for sub-sentence selection. This indicates that the added segment pairs

add more value than if the same number of unchanged sentence pairs would have been added

to the training data. By processing the dataset using our methodology, we reduce the training

time by 65% while raising the BLEU score by 1.6. A statistical significance test performed by

using MultEval (Clark et al., 2011) to do bootstrap resampling shows that our improved system,

trained on less data, is significantly better than the baseline, with p < 0.01. It is also noteworthy
that our system is only 0.6 BLEU below that of IndicTrans, reported in Section 4.1, which is

almost seven times larger in terms of parameters and trained on the whole Samanantar dataset.

We also tested for statistical significance between our system and IndicTrans and found that

there is no statistically significant difference between the systems with p > 0.01. While we

achieve the highest score for this translation direction using our refinement approach, the score

is only slightly higher, 0.2 BLEU, than the highest score for selected subsets of the Samanantar

corpus, the 3M sentence pair selection, and the difference is not statistically significant.

The highest scoring dataset for bn→en, significantly higher than the one created using our

refinement approach, is the one containing 5M sentence pairs for training. That indicates that

selecting data using different thresholds (see Section 4.2) for different translation directions

could be beneficial before training a new MT model on the Samanantar corpus.

5 Data discarded during the Compilation of an English–Icelandic Parallel

Corpus

We process the discarded English–Icelandic data in a slightly different manner. In our English–

Bengali experiment we only considered subsentences within previously aligned pairs, and com-

pared all the different concatenations of English chunks to the different combinations of Bengali

chunks to find if we could raise the semantic score for the pair by removing parts from either

or both sentences. For English–Icelandic, we instead consider our discarded sentences to be a

comparable corpus and mine for sentence pairs from the pool of all segments in both languages.

We use the approach of Steingrímsson et al. (2021b) using CLIR to create a candidate list and a

logistic regression classifier to select the best sentence pairs from the list.

We start by deduplicating the discarded sentences and removing sentences that have less

than three tokens that only contain alphabetical characters. This lowers the number of sentences

we have to work with to 234, 835 English sentences and 242, 456 Icelandic sentences, as shown
in Table 4. Next, we split all sentences into segments as we did with the English–Bengali data.

As before, for splitting we use conjunctions, ‘and’ and ‘or’ for English and ‘og’ and ‘eða’ for

Icelandic, as well as punctuation, the same symbols for both languages: .,;:?!()-”’|. We com-

bine the segments into larger sentence parts and create all possible combinations of adjoining

segments, ranging from single segments and up to recreating the original sentence, provided the
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English Icelandic

Without alignments 482, 975 563, 381
Discarded in filtering 350, 964 364, 267
1. Total discarded 833, 939 927, 648
2. Min. three words + Deduplication 234, 835 242, 456
3. After sentence splits 2, 793, 254 2, 279, 111

Table 4: Number of discarded sentences used in the experiment and the resulting number of

sentence segments, which are candidates for new alignments. The sentences are from the EEA

subcorpus of ParIce, as described in Section 3.1.

combinations has a minimum length of three words, maximum length of 120 words, and that

70% of the tokens only contains alphabetical letters. This result in 2, 793, 254 unique Icelandic
sentences and sentence parts and 2, 279, 111 English ones.

5.1 Mining for segment pairs

We start by extracting parallel sentence candidates using an inverted index-based CLIR tool

called FaDA (Lohar et al., 2016), which can be applied to documents in any two lan-

guages, provided a bilingual dictionary is available. We use a publicly available English–

Icelandic/Icelandic–English lexicon of 233K pairs (Steingrímsson et al., 2021). FaDA gen-

erates a list of 10 most likely candidates for each Icelandic and English sentence. We take an

intersection of the two generated sets, resulting in 2, 777, 429 pairs to be inspected further. For
this result, we apply the following steps:

• We remove all segment pairs with major overlap, in which more than 60% of the tokens in

either language are also present in the other.

• We calculate LaBSE score for all pairs. A manual inspection of higher scoring pairs for

this language pair, indicates that there may be occasional valid pairs with scores as low as

0.3, so we use that as a cutoff point.

• If two sentence pairs are identical, apart from symbols and numbers, we select the one

having the higher LaBSE score.

• We calculate LASER (Schwenk, 2018), NMTScore (Vamvas and Sennrich, 2022) and

WAScore for the sentences and classify them using a logistic regression classifier trained

on the training set introduced in Steingrímsson et al. (2021b). We discard all pairs rejected

by the classifier.

Processing Step No. Pairs left

FaDA 2, 777, 429
Acceptable Overlap 1, 878, 202
LaBSE minimum 542, 344
Remove identical 542, 240
Logistic regression filter 342, 066
Multiple translations removed 91, 249
Subsentence removal 55, 371
Language filter 36, 200

Table 5: English–Icelandic sentence pairs remaining after each step of processing pairs mined

from the discarded data.
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Dataset en→is is→en

BLEU BLEU

903,692 pairs (-discarded data) 43.4 54.0

939,892 pairs (+discarded data) 43.9 54.3

Table 6: Best BLEU scores for models trained with and without the sentence paired mined from

discarded data. Scores in bold are the highest scores and scores in bold and italic are significantly

higher than other scores.

• We check if there is more than one pair containing each English or Icelandic sentence. If

so, only the highest-scoring pair in terms of LaBSE is selected.

• For each sentence pair A, we check for other sentence pairs where the sentences are sub-

sentences of A, such that the subsentence is between 67% and 100% of the length of the

original one. If we find another sentence pair, B, having an Icelandic sentence Bis that is

a substring of Ais and an English sentence Ben which is a substring of Aen, we select the

pair that has a higher LaBSE score and discard the other one. This way, we remove nearly

identical sentence pairs originating from the same sentences.

• Finally, we run our pairs through a fasttext (Joulin et al., 2017) language filter, accepting

pairs if the language of each sentences is correctly predicted in the top two predictions of

the filter. We selected the top two predictions as we noticed that for Icelandic sentences,

Icelandic was often not the first prediction, but most often in the top two predictions, unless

they were somehow defective.

Table 5 shows the number of sentence pairs remaining after each processing step. Af-

ter the final step, 36, 200 sentence pairs remain, mined from the 234, 835 English sentences and
242, 456 Icelandic sentences that had been previously discarded. We add these pairs to the train-

ing data previously acquired by sentence alignment and filtering, resulting in a total of 939, 892
sentence pairs. We train TransformerBASE models and evaluate on an in-domain evaluation set

as detailed in Section 3.2. We compare the results to systems trained without the supplemental

sentence pairs mined from discarded data. The systems trained with the segment pairs mined

from the discarded data have slightly higher BLEU scores, but only en→is scores significantly

higher than the system trained without the supplemental segment pairs. Results are given in

Table 6.

6 Conclusions and Future Work

In this paper, we set out to answer whether deficient sentence pairs in a parallel corpus could be

identified and refined and whether data commonly discarded when compiling parallel corpora

or training NMT systems could be mined for parallel sentence pairs, that are still beneficial for

training. We conducted two experiments to answer these questions. First, we tried re-evaluating

sentence pairs in an English–Bengali parallel corpus in an attempt to remove extraneous data

from partially parallel pairs. By partially parallel pairs we mean that a part of either sentence

can align perfectly with either the whole or a part of the other sentence. Second, we collected all

sentences discarded when an English–Icelandic parallel corpus was compiled, segmented them

to create multiple sub-sentential variants, and treated as comparable corpora for mining parallel

pairs

By using our approaches, the quality of our training corpus improved, leading to signifi-

cantly better quality MTmodels, as measured by BLEU, when translating from English and into

either Bengali or Icelandic. However, when translating into English we did not see this effect as
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clearly. In the English–Bengali experiment the data selection aimed at increasing English→Ben-

gali translation, which may explain the effect we see there, and for English→Icelandic the score

rose slightly, but not significantly when the sentence pairs mined from discarded data was added.

In that case the low improvement is most likely explained be the small size of the additional data,

which only increased the size of the training data by 4%.

In future work we want to experiment with other methods of segmenting sentences, such as

by using constituency parsing. The approach we used in this paper for segmenting was simple

and easy to implement. More sophisticated segmentation may allow for more precise recombi-

nations of sentence parts, for example by skipping parenthetical clauses or other insertions which

may not be represented in both sentences. We also want to investigate whether our approaches

also show positive results for other language pairs

Our experiments indicate that there is a potential in taking a second look at data that would

usually be discarded, as well as in refining partially aligned sentence pairs. We showed that

parallel sub-sentences are useful to acquire translation knowledge and extracting them can lead

to significant improvement in performance, even using simple approaches. The methodology

can thus have an impact on training future MT systems.

Finally, the training time for the different models, shown in Tables 1 and 3, indicates that

smaller and more accurate training corpora have the added benefit of helping with faster conver-

gence. In our case, training time is reduced by 65% from using the whole dataset to using our

selected subset for training en→bn. The model also comes close to reaching the quality of the

much larger IndicTrans model. This can translate into less need for storage and less resources at

training and inference time, which is in line with a call to greener and more sustainable models

of AI which consume less electricity, output fewer emissions, and perform on the whole as well

as larger models, see e.g. Yusuf et al. (2021) and Jooste et al. (2022).
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Abstract

Despite the abundance of monolingual corpora accessible online, there remains a scarcity
of domain specific parallel corpora. This scarcity poses a challenge in the development of
robust translation systems tailored for such specialized domains. Addressing this gap, we have
developed a parallel religious domain corpus for Urdu-English. This corpus consists of 18,426
parallel sentences from Sunan Dawood, carefully curated to capture the unique linguistic and
contextual aspects of religious texts. The developed corpus is then used to train Urdu-English
religious domain Neural Machine Translation (NMT) systems, the best system scored 27.9
BLEU points.

1 Introduction

Neural Machine Translation Bahdanau et al. (2014) has been a field of intense attention for
researchers since its advent. It has shown explosive increase in research, introducing new
paradigms, revealing new approaches, achieving new milestones and ultimately gaining far
better accuracy levels than the previous statistical machine translation (SMT) approaches. NMT
Research is not only focused on improving the translation quality of high-resource language
pairs, but it also investigates techniques to train machines under different scenarios including
monolingual Gibadullin et al. (2019), low-resource Ranathunga et al. (2023), multilingual
Dabre et al. (2020), document level NMT Maruf et al. (2021), and much more.

These investigations open new hopes for NMT, but the availability of parallel corpus for
training NMT systems is the bottle neck factor to improve translation quality. The more this
factor is important the more it is difficult to obtain Munteanu and Marcu (2005); Abdul-Rauf
and Schwenk (2009). After years of research on MT till today, only a few languages have huge
parallel corpora available, some others have moderate parallel corpus whereas many languages
still lack the availability of any parallel corpus for their training.

Training standard NMT systems is a real challenge in low resource settings. Scarcity of
available parallel corpus for low resource languages affect translation quality of NMT systems.
Same is the case for training domain specific NMT systems, which is subject to the availability
of domain specific parallel corpus. Hence, there is a need to investigate and analyse different
NMT techniques for low resource settings including domain specific NMT training and adopt
the possible ways to improve Urdu-English machine translation which falls under the category
of low resource language.

Development of parallel corpus for languages is a time-consuming and tedious task, which
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sometimes requires the input of native speakers as well Callison-Burch et al. (2011). The
Urdu-English parallel corpora as investigated by Abdul Rauf et al. (2020) are not available in
abundance. David M. et al. (2021) provided statistics about Urdu highlighting the need of parallel
corpora.

The availability of massive monolingual religious translations in English and Urdu motivated
our research to develop a religious domain Urdu-English parallel corpus. Despite the abundant
availability of religious corpora in multiple languages, parallel corpora are still limited. To
our knowledge, UMC005 is the only religious domain parallel Urdu-English corpus publicly
available (Jawaid and Zeman, 2011; Abdul Rauf et al., 2020). The creation of such corpora
for Urdu, a low-resource language holds immense significance, as it enables the adaptation of
machine translation systems tailored to this specialized domain.

We have developed a bilingual Urdu-English religious corpus of 18,426 sentences 1. Sec-
tion 3 of this paper outlines the detailed steps and procedures taken for the development of this
religious parallel corpus. We have also trained NMT models specialized for this domain where
the best BLUE score is 27.9. Our NMT experiments are described in Section 4.

2 Related Work

We report the works related to publicly available religious domain parallel corpora specifically
the hadith corpora. Altammami et al. (2020) publish the first publicly available bilingual parallel
corpus of Islamic Hadith extracted from the six canonical Hadith books; using a domain-specific
tool for Hadith segmentation, resulting in bilingual English-Arabic parallel corpus2 of 39,038
annotated Hadiths. However, Sunan Dawood is automatically aligned in their work where they
report an accuracy of 92%, whereas our corpus is aligned and checked manually. Abdul Rauf
et al. (2020) provide details about all the publicly available corpora for Urdu-English language
pair in biomedical, religious, technological, and general domain. We have used all the corpora
mentioned in the study for our NMT experiments.

3 Methodology

Despite the fact that religious books and documents are available over the internet in massive
amounts, along with their translations in many languages including English and Urdu, the
creation of a religious domain Urdu-English parallel corpus is not easy as both languages have
far different sentence segmentation and arrangement. The text of the available translations is
coherent, as per the needs of language proficiency and flow. The difference in sentence structure
of both the languages and the coherency of the text makes automatic sentence segmentation
almost impossible. Our corpus development cycle includes four different stages, collection of
available translations, manual filtering of collected data, extraction of parallel translations, and
sentence-level segmentation of parallel texts.

3.1 Source Data Collection

The first step of our corpus development cycle included the search and collection of available
translations of religious texts. Although, abundant religious text is available over the internet
for English Urdu language pair, but the format of the documents is not suitable for MT corpus
development research. The foremost hurdle faced during corpus collection was to search for
books or documents in Unicode format. We were able to find and download Sunan Abu Dawood,
a hadith book among the six major hadith books collected by Abu Dawud al-Sijistani from

1https://github.com/sabdul111/SunanDaud-Urdu-English-Parallel-Corpus
2The corpus is named as Leeds and King Saud University (LK) Hadith corpus
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Figure 1: Sample of Sunan Abu Dawood files after extraction from PDF.

IslamicUrduBooks 3. The website provides access to many hadith books in unicode format,
but only Sunan Abu Dawood was available with English and Urdu translations. Arabic text of
each hadith is followed by its Urdu and English translation respectively. Few hadiths had some
extra information embedded in between Urdu and English translations of Arabic text. Figure 1
shows the format of Sunan Abu Dawood file.

3https://islamicurdubooks.com/books/word-files/
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Source Files Words lines
English Urdu

SD1 3,194 83,093 99,770 8,160
SD2 2,952 80,775 96,784 8,495
SD3 1,878 19,639 25,594 1,771
Total 8,024 183,507 222,148 18,426

Table 1: Urdu-English Religious Domain Corpus, SD1 represents Sunan Abu Dawood volume 1,
SD2 volume 2, and SD3 volume 3

3.2 Data Filtering

We manually inspected the files and applied different filtering steps to convert them to parallel
bi-texts. Document filtration included removal of content tables, figures, and objects. The text
file was then manually inspected to identify the extra information embedded in between the
translations. Such information had specific keywords such as Takhreej Darul Da’wah,
Wazahat etc. Scripts were used where appropriate to remove extra content using specified
keywords. Additionally, hadith numbers and blank lines were eliminated.

3.3 Parallel Translation Extraction

In this step, the filtered files were further examined to ensure that each hadith contained transla-
tions in both English and Urdu languages. The line numbers of the English text were observed, as
each hadith consisted of Arabic text on the first line, Urdu text on the second line, and English text
on the third line. Any discrepancies in the line numbers were manually corrected by backtracking
through the file to identify and remove the problematic content. In cases where translations were
missing in one language, a placeholder text such as ”translation not available” was added in the
respective language to maintain line number consistency without compromising the contents
for the other two languages. Scripts were utilized to separate the text of each hadith into three
distinct files: one for Arabic, one for Urdu, and one for English. A manual inspection of the main
file was conducted to verify the accurate extraction of each language’s text. If successful, the
process moved forward; otherwise, steps were retraced and adjustments were made to address
any errors.

3.4 Parallel Sentence Splitting

This step involved splitting the extracted text into parallel smaller phrases or sentences, focusing
on the English and Urdu files. Manual splitting was chosen over automatic methods to ensure
corpus content accuracy. Volunteers with proficiency in these languages were chosen from
graduate students. To assess the volunteers’ understanding, an initial submission of a few hadiths
was evaluated. Only a small percentage demonstrated complete comprehension, prompting
adjustments, and the provision of a demo video. Subsequent submissions showed significant
improvement, reinforcing the chosen approach. Each student’s work was reviewed to ensure
correct alignment, and files with errors were reassigned to students with greater accuracy.

First two volumes of Sunan Abu Dawood, along with selected hadiths from the third
volume, were successfully processed. Table 1 presents the statistics for the developed religious
corpus, with SD1 representing Sunan Abu Dawood Volume 1, SD2 denoting Volume 2, and SD3
referring to Volume 3.
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4 Urdu-English Neural Machine Translation

This section describes the results of NMT systems trained using our developed corpus and other
publicly available Urdu-English corpora.

4.1 Corpora
The study of Abdul Rauf et al. (2020) provides details about all the publicly available corpora
for Urdu-English language pair. We have used all the corpora mentioned in the study and some
additional corpora as explained below and listed in Table 2.

• The Emille4 (Baker et al., 2002) is a 97 million word corpus developed under a joint project
of Lancaster University, UK, and the Central Institute of Indian Languages (CIIL), Mysore,
India. It is a collection of monolingual, parallel and annotated corpora for fourteen South
Asian Languages including Assamese, Bengali, Gujarati, Hindi, Kannada, Kashmiri, Malay-
alam, Marathi, Oriya, Punjabi, Sinhala, Tamil, Telegu and Urdu. The corpus comprises
of data in both textual and spoken formats and is freely distributed by ELRA (European
Language Resource Association) for research purposes.

• Indic5 is a corpus comprising texts for six indian languages including Bengali, Hindi,
Malayalam, Tamil, Telugu and Urdu. The corpus was developed from top 100 most
visited documents of Wikipedia. Corpus was constructed using Amazon’s Mechanical Turk
(MTurk) for crowd sourcing. (Post et al., 2012).

• OPUS6 (Tiedemann, 2012) is a resource which provides access to freely available annotated
parallel corpora, collected from web resources and processed automatically. OPUS contains
fourteen different corpora for Urdu-English language pair, including CCAligned, CCMatrix,
GlobalVoices, GNOME, Mozilla, OpenSubtitles, QED, Tanzil, Tatoeba, TED, Tico, Ubuntu,
Wikimedia and XLEnt. We used all these corpora for our experiments.

• Jawaid and Zeman (2011) collected translations of Quran and Bible from web, which is
different from Tanzil corpus provided by OPUS. Their collection, UMC0057, contains two
other corpora for Urdu-English language pair, but Only Quran and Bible are available for
free.

• Urdu translations of Wall Street Journal (WSJ), a subset of Penn Treebank Marcus et al.
(1993) have been released by CLE8. We collected the Urdu translations of this corpus form
official website of CLE and their corresponding English translations were awarded from
LDC as data scholarship we applied for.

• QBJ (Quran+Bible+Joshua) corpus is another collection of freely available Urdu-English
corpus. It has 1.02M English words and 1.13M Urdu words.

• PMindia is a parallel corpus of Indian languages extracted from the website of the Prime
Minister of India (www.pmindia.gov.in). The corpus provides parallel sentences for thirteen
major languages of India.

• SD is the Urdu-English religious domain corpus having parallel ahadith from 3 volumes of
Sunan Abu Dawood that we developed during this work.

4The Emille/CIIL Corpus:ID:ELRA-W0037
5http://joshua-decoder.org/indian-parallel-corpora/
6http://opus.nlpl.eu/
7https://ufal.mff.cuni.cz/umc/005-en-ur/
8http://www.cle.org.pk/
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Category Corpus tokens Sentences
English Urdu

Out-domain

CCAligned 18M 23M 1,371,930
CCMatrix 67M 80M 6,094,149
Emily 89K 0.1M 5,877
Global Voices 72K 82K 4,103
Gnome 42K 50,k 11,535
Indic 0.5M 0.6M 35,139
Open-Subtitles 0.17M 2.0M 29,074
PMindia 0.2M 0.26M 11,167
QED 0.25M 0.29M 19,053
Tatoeba 10K 12k 1,667
TED 0.26 0.32 15,755
Tico 70K 91K 3,071
Treebank 0.13M 0.18 5,693
Ubuntu 10K 12K 3,025
Wikimedia 2.0M 3M 43,168
XLEnt 2.0M 2.1M 746,804
Total 91.5M 111M 8.4M

In-domain

Tanzil 19M 23M 748320
OBJ 1.0M 1.1M 49510
Bible 0.21M 0.20M 7957
Quran 0.25M 0.24M 6414
SunanDawood 0.19M 0.23M 20678
Total 20.1M 24.8M 832879

Table 2: Indomain and out domain Urdu-English training corpora

ID Train Set Size scores
(No of sentences)

M1 OutD 8,401,210 14.5

M2 InD 832,879 27.9

M3 OutD
adapt−−−→ InD 832,879 21.4

Table 3: BLEU scores

4.2 Preprocessing
Corpus preprocessing is an essential part of building machine learning systems. Three of the
corpora, Emillie, NLT and Penn Tree-bank were partially aligned. We used LF sentence aligner9

to align these corpora but due to the topological differences between the two languages results
obtained from LF aligner were not accurate and, thus manual alignment was done to ensure
correctness. Tokenization, using mosses tokenizer10, truecasing and BPE (Sennrich et al., 2016),
were applied to all the corpora during pre-processing.

9https://sourceforge.net/projects/aligner/
10https://github.com/moses-smt/mosesdecoder/blob/master/scripts/
tokenizer/tokenizer.perl
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4.3 NMT Experiments
We trained three NMT models using the transformer (Vaswani et al., 2017) architecture. The
models were evaluated using religious domain test set as our objective was to build and improve
the accuracy of religious domain translation models. The religious domain Urdu-English corpora
was split in a ratio of 8:1:1 for train, validation and test-set respectively.

The M1 model was trained using out-domain corpus, i.e. all the Urdu-English corpus other
than the religious domain and it scored 14.5 BLEU points.

M2, the model trained on in-domain data outscored M1 by 13.4 BLEU points. This result
is inline with existing research highlighting the importance of domain for the training corpora. A
system built on the same domain as the test set will give better translations.

Lastly we experimented with domain adaptation M3, i.e. improve domain-specific machine
translation using indomain data to adapt the out domain model towards the religious domain.
For M3, though performance improved as compared to M1 giving 21.4 BLEU scores on the
test-set but still it did not outperform M2.

Our results show the importance of in-domain corpus. System trained on only small amount
of religious domain corpus is better than system trained on large general domain data and fine
tuned on in domain corpora.

5 Conclusion

In this paper, we have successfully tackled the challenges of developing a parallel Urdu-English
corpus in the religious domain. The meticulous process of acquiring, processing, and aligning the
data resulted in a corpus comprising 18,426 lines. The developed corpus underwent a thorough
analysis to ensure the accuracy and integrity of data. It is then used to train Urdu-English
religious domain NMT systems, the best systems scored 27.9 BLEU points. These findings
underscore the effectiveness of the corpus in enabling accurate and meaningful translations
within the religious context.
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Abstract
This paper provides an overview of the first shared task on choosing beneficial instances for
machine translation, conducted as part of the CoCo4MT 2023 Workshop at MTSummit. This
shared task was motivated by the need to make the data annotation process for machine transla-
tion more efficient, particularly for low-resource languages for which collecting human trans-
lations may be difficult or expensive. The task involved developing methods for selecting the
most beneficial instances for training a machine translation system without access to an ex-
isting parallel dataset in the target language, such that the best selected instances can then be
manually translated. Two teams participated in the shared task, namely the Williams team
and the AST team. Submissions were evaluated by training a machine translation model on
each submission’s chosen instances, and comparing their performance with the chRF++ score.
The system that ranked first is by the Williams team, that finds representative instances by
clustering the training data.

1 Introduction

It is a well-known fact that machine translation (MT) systems, especially those that use deep
learning, require massive amounts of data. Some of the types of resources available are mono-
lingual, multilingual, translation memories, and lexicons. Those types of resources are gener-
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ally created for formal purposes such as parliamentary proceedings (Koehn, 2005), particularly
when the data is parallel. The quality and abundance of such resources for niche or rare domains
such as medicine or science is limited, meaning that focused annotation efforts are required
when an MT system for such domains needs to be developed. Additionally, corpora for low-
resource languages, languages with less digital resources available, tends to be less abundant
and of lower quality.

While MT systems developed using unsupervised methods and monolingual corpora have
been effective to a great extent (Lample et al., 2018; Liu et al., 2020), parallel data is still crucial,
particularly in the case of low-resource languages, as shown by Kim et al. (2020). However,
collection or annotation of parallel data is constrained by access to bilingual translators, who
may be rare or highly expensive. Therefore, making the data annotation process cost effective
by ensuring that the translated instances are of high quality and will lead to high-performing
MT systems when used for training. For maximum value, it is desirable to have access to this
information before a dataset in the target language is actually constructed. That is, if the anno-
tation budget only permits a limited number of sentences to be translated, but there is a large
number of source language sentences, it is optimal to choose sentences for human translation
that are expected to be highly beneficial.

Towards making the annotation process more efficient, in this shared task, we solicit meth-
ods for the identification of such beneficial instances effectively without requiring training data
in the target language 1. We provide multi-way parallel data from several high-resource lan-
guages such as English and German, which can be used to identify instances that are helpful
for model training, such as by observing training dynamics (Bhatnagar et al., 2022). Partici-
pants are required to submit the English sentences corresponding to instances chosen by their
algorithms as the most beneficial. Notably, this task does not necessarily require training MT
models – simple heuristics that can indicate the quality of an instance can also be submitted.
The performance of all submissions, including the baselines, are evaluated by training an MT
model (specifically, mBART) on the selected instances. We use the chrF++ metric (Popović,
2017) to compare all systems.

The shared task officially began on May 19, 2023 with the release of all training data. Base-
lines were then added on June 6, 2023 2. Interested participants were asked to officially register
for the shared task through a Google Forms submission, on which four teams registered. The
participation phase concluded on July 21, 2023, until which date submissions could be made
by sending text files with the chosen instances to the official CoCo4MT 2023 email address.
Of the four teams that registered, only two teams made a submission before the conclusion of
the shared task. Both teams described their methods and shared an open-source implementation
through a system description paper.

2 Data

All data used for model training, evaluation and instance selection is sourced from the Johns
Hopkins University Bible corpus (McCarthy et al., 2020). This is a multi-way parallel corpus
containing verses from the Christian Bible translated into more than 1600 languages.

Languages: As outlined above, we provide data for a set of “high-resource” languages, which
are intended to be used for developing systems to select beneficial instances. For this purpose,
we choose the languages English, German, Indonesian, and Korean. We also provide data in

1Website describing the workshop and shared task is at https://sites.google.com/view/
coco4mt

2Data, baselines and processing scripts can be found at https://github.com/ananyaganesh/
coco4mt-shared-task
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the “low-resource” languages of Gujarati, French and Burmese for participants to evaluate the
performance of their methods. This setting can be considered to be a simulated low-resource
setting, since for the purpose of this dataset, all languages are multi-way parallel. Finally, we
evaluate all submissions on the surprise languages of Vietnamese, Lithuanian and Kazakh, not
revealed to the participants until the conclusion of the shared task. The data is in the form of
source–target translation pairs, with the source language always being English.

Size and splits: The multi-way parallel section of the corpus for our languages of interest
consists of 34831 sentences. From this, we create training, validation and test sets of sizes
22204, 3919, and 8708 respectively by randomly sampling the original data.

3 Evaluation

Submission format: Participants were asked to submit indices of the top 20% of the training
data (or 4440 sentences), corresponding to the best instances chosen by their systems. We then
extract the source and target language sentences corresponding to the indices to prepare data
files for MT models.

Model: We evaluate submissions by finetuning the mBART model (Liu et al., 2020) on the
chosen instances. mBART is a multilingual denoising autoencoder trained on data from 25
languages, extracted from Common Crawl (Wenzek et al., 2020). We use the mbart-large-cc25
checkpoint from Facebook, which contains all 10 of our languages of interest in its pretraining
data.

Training: We use the implementation and the default hyperparameters of mBART-large from
the Huggingface hub (Wolf et al., 2020). All data is tokenized with the corresponding mBART-
cc-25 sentence-piece tokenizer, and any empty lines on the source side are filtered out prior
to training. We train each model for 20 epochs on a single nvidia V100 GPU, and use early-
stopping based on validation set performance. We train five random runs of each model, and
report the averaged score across all runs.

Baselines: We develop two baselines for comparing the submissions to, namely Random and
Max. The random baseline randomly samples 20% of all instances from the training set. The
max baseline sorts the English sentences in descending order by number of tokens, and selects
the top 20%.

Metrics: All systems are evaluated with the chrF++ score (Popović, 2017), computed using
the sacrebleu toolkit (Post, 2018).

4 Submissions

Two teams participated in the CoCo4MT 2023 shared task, under the team names Williams
and AST. We describe their submissions below, and further details can be found in the system
description papers attached to the proceedings.

4.1 Williams
The algorithm proposed by team Williams3 is based on the idea of clustering training ex-
amples to find representative instances that can be chosen for training. Following Zhao et al.
(2020), they highlight the importance of “balancing representativeness with redundancy”, that
is, making sure that the distribution of the training data is captured, without including multiple
instances that are similar to each other. To achieve this objective, they use the SimCSE algo-
rithm to obtain embeddings of each sentence in the training data, and then use cosine distance
3https://github.com/Mark-Hopkins-at-Williams/coco4mt
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Language Model ChrF++ Score

Development languages

Gujarati Random 28.43
Gujarati Max 25.62
Gujarati Williams 29.59
Gujarati AST 29.80
French Random 52.16
French Max 54.75
French Williams 54.09
French AST 53.38
Burmese Random 37.11
Burmese Max 39.75
Burmese Williams 40.00
Burmese AST 40.13

Test (Surprise) Languages

Lithuanian Random 42.65
Lithuanian Max 43.51
Lithuanian Williams 43.43
Lithuanian AST 43.11
Kazakh Random 31.45
Kazakh Max 32.08
Kazakh Williams 33.16
Kazakh AST 32.30
Vietnamese Random 45.13
Vietnamese Max 44.85
Vietnamese Williams 45.68
Vietnamese AST 44.81

Table 1: Performances of all models on all development and test languages.

to compute the nearest neighbor of each sentence. They then iteratively select the sentence that
is found to be the nearest neighbor of the most number of documents, until 20% of the orig-
inal training data is selected. They report that this method out-performed other cluster based
methods such as selecting cluster centroids.

4.2 AST

The algorithm proposed by team AST4 is based on maximizing the information provided by each sentence,
by selecting sentences that are the long, but also contain diverse sets of n-grams. They then greedily select
sentences that optimize this objective. Additionally, they use the LaBSE model to compute sentence em-
beddings for each translation pair in the training set, and filter out sentences that have an LaBSE similarity
score of less than 0.5. They also aim to filter out training instances that may potentially be mis-aligned.
They do this by translating all English sentences to German and Indonesian using the mBART-50 model,
and compute chrF++ scores for all instances. They discard sentences with a score below 20 as they may be
misaligned, as well as sentences with a score above 60, as the information contained in them may already
be well-represented in the pre-training data.

4https://github.com/Mark-Hopkins-at-Williams/coco4mt
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Model ChrF++ Score

Development Languages

Random 39.22
Max 40.04
Williams 41.22
AST 41.10

Test (Surprise) Languages

Random 39.74
Max 40.14
Williams 40.75
AST 40.07

Table 2: Average performance on the development and test languages.

5 Results

We first report the performance of all models on all languages in Table 1, that is, both the development
languages released to the participants, and the surprise languages used for judging. On the development
languages, we observe the highest scores for all models for French, which is very well represented in
the mBART pre-training data with 9000M tokens, and also bears similarities to English. However, all
models perform higher on Burmese than Gujarati, despite Gujarati having 140M tokens in CC25 while
Burmese only has 56M tokens. We also see that both submissions outperform the baselines on the lower-
resource languages of Gujarati and Burmese, but not on French. Although the AST system achieves
the best performance on two development languages, on average, as seen in Table 2, the Williams

submission performs best, with a score of 41.22, while the AST submission closely follows with an average
score of 41.10.

On the test set of languages, or surprise languages, we see some similar trends. Highest perfor-
mance for all models is seen on Vietnamese, which is the most prevalent in CC25 with 24000M tokens.
Lithuanian, which has 1800M tokens comes next, and lowest performance is on Kazakh which has 476M
tokens in the pretraining data. Although the max baseline outperforms both submissions on Lithuanian,
the Williams system outperforms all other systems on all other languages. We further see that the per-
formance of the AST submission is very close to the max baseline, potentially due to the submission also
focusing on the longest sentences in its ranking. Finally, as seen in Table 2, the best performing system on
average on the test languages is also the Williams system, which we officially judge as the winner of
the shared task.

We highlight the fact that all three non-random methods described here are model-agnostic methods,
that can identify instances with just access to parallel data and sentence embedding methods. The simple
heuristic of choosing the longest sentences holds up well in comparison to more nuanced methods, even
outperforming the others for Lithuanian. We leave it to future work to explore more advanced heuristics
as well as develop model-specific methods to choose beneficial instances for machine translation.

6 Conclusion

In this overview paper, we presented the results of the first CoCo4MT 2023 shared task. The goal of the
task was to discover methods to improve cost-efficiency of the machine translation annotation process, by
identifying beneficial instances even without an existing parallel dataset. Participants were given access to
data from four languages from the JHU Bible corpus to develop their algorithms, and three more languages
to evaluate their systems. The task received two submissions, which were evaluated on three surprise or
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test languages. The winner of the shared task is the submission by team Williams, which clusters
all training set instances, and selects representative examples while minimizing redundancies. We hope
that the findings of this task will spur more research on improving annotation efficiency, particularly for
low-resource languages.
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Abstract
Professional translation is expensive. As a consequence, when developing a translation system
in the absence of a pre-existing parallel corpus, it is important to strategically choose sentences
to have professionally translated for the training corpus. In our contribution to the Coco4MT
2023 Shared Task, we explore how sentence embeddings can be leveraged to choose an im-
pactful set of sentences to translate. Based on six language pairs of the JHU Bible corpus, we
demonstrate that a technique based on SimCSE embeddings outperforms a competitive suite of
baselines.

1 Introduction

It has become increasingly possible to train decent translation models with small, high-
quality parallel corpora. For instance, Maillard et al. (2023) recently showed that just 6000
professionally-translated sentences made a big impact on the quality of trained translation mod-
els for 39 low-resource languages.

This raises a research question. Suppose we want to develop a model that translates be-
tween a high-resource language and a low-resource language (or possibly a specialized domain
of a moderately-resourced language). How should one select a “seed” dataset to have profes-
sionally translated from the high-resource language into the low-resource language? This is the
subject of the Coco4MT 2023 Shared Task.

For our contribution to this shared task, we focus on model-agnostic approaches. In con-
trast to approaches that leverage model uncertainty to select sentences to professionally translate
(Bhatnagar et al., 2022), model-agnostic approaches (Zhao et al., 2020) select a training corpus
based exclusively on the distribution and content of sentences in the high-resource language.
While ignoring model uncertainty may result in lower-quality data selection for a particular
model, it has the potential advantage of broader applicability, as the data selection is not tied to
a specific model architecture.

2 Task Description

Define a translation model t as a function that maps source-language documents to target-
language documents. Each translation pair (x, t(x)) (where x is a source-language document)
is assumed to have a non-negative real-valued quality q(x, t(x)). Given a distribution PX over
source-language documents, the quality of translation model t is the expected translation qual-
ity:

q(t) = EPX [q(x, t(x))]
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A parallel corpus is a set of pairs (x, y), where y is a target-language translation of source-
language document x. A trainer τ takes a parallel corpus as its input, and outputs (possibly
nondeterministically) a translation model t.

The Coco4MT 2023 Shared Task is about optimizing parallel corpus construction for
training translation models. We have access to a monolingual corpus of documents X =
{x1, ..., xn} in a high-resource language, assumed to be drawn i.i.d. from document distribution
PX . We also have access to a cost function c : X → R+ that maps each document xi ∈ X to the
positive real cost c(xi) of obtaining a professional translation for document xi. For monolingual
corpus X and a subset I ⊆ {1, ..., n} of selected document ids, let ZX,I = {(xi, yi) | i ∈ I}
be the parallel corpus we would obtain (i.e. yi is the professional translation of document xi)
from commissioning translations for the documents associated with the selected ids. The cost
of building parallel corpus ZX,I is therefore:

c(ZX,I) =
!

i∈I

c(xi)

The goal of the task is to construct a parallel corpus ZX,I that produces a translation model
of maximal expected quality, subject to the constraint that the construction cost c(ZX,I) is less
than a specified budget B. In other words, we want to compute:

Î = argmax
I⊆{1,...,n}:
c(ZX,I)≤B

E[q(τ(ZX,I)]

where E[q(τ(ZX,I)] is the expected quality of the translation model produced by trainer τ ,
when trained on parallel corpus ZX,I .

The official Coco4MT 2023 Shared Task uses a uniform cost function, i.e. c(xi) = 1
for all xi ∈ X . In other words, all documents have the same translation cost. The budget
B = 0.2 ∗ |X| is 20% of the documents in monolingual corpus X . We will also experiment
with a token-based translation cost, i.e. where c(xi) equals the number of tokens in document
xi

1. The corresponding budget B will be 20% of the tokens in corpus X .

3 Baselines

3.1 Simple Baselines
We experimented with three simple baselines:

• longest: choose ids corresponding to the longest documents in corpus X , until the budget
is exhausted.

• random: choose ids uniformly at random, until the budget is exhausted.

• weighted random: choose ids from a categorical distribution where each document is
weighted by token length, until the budget is exhausted.

3.2 Decay Logarithm Frequency (delfy)
As an additional baseline, we also implemented an algorithm from Zhao et al. (2020) called
decay logarithm frequency (delfy). The delfy algorithm attempts to choose a subset of docu-
ments that are representative of distribution PX without being overly redundant (the intuition
is that it is wasteful to commission translations of similar documents, even if these documents
1Since English is always the source language (and since punctuation arguably doesn’t contribute to the
translation cost of a sentence), we simply use whitespace-based tokenization in our experiments.
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Figure 1: A visualization of our document selection approach. We embed each document using
SimCSE (Gao et al., 2021) and then choose the most central documents to include in our training
set.

are in a high-probability region of the document space). The delfy algorithm consists of K suc-
cessive rounds of document selection, such that each round exhausts 1

K of the budget. During
each round, the unselected documents are ranked according a formula that balances frequency
in the overall corpus with infrequency in the documents selected during previous rounds. Then
the top-ranked documents are selected. Following Zhao et al. (2020), we run K = 20 selection
rounds. We refer the reader to Zhao et al. (2020) for details of the ranking formula.

4 Our Approach

Inspired by the delfy algorithm, we investigated other ways to balance representativeness with
redundancy. Specifically, we focused on using document embeddings to select the documents
to translate. Document embeddings seek to cluster documents based on lexical and semantic
similarity. For instance, if we apply the popular document embedding model SimCSE (Gao
et al., 2021) to the JHU Bible Corpus (McCarthy et al., 2020), we obtain clusters like the ones
shown in Figure 1. For instance, the most similar sentence to My haters have hunted me like a
bird without cause is I hate them with a perfect hatred; they have become my enemies.

The intuition behind our approach was to balance representativeness and redundancy by
choosing representatives from each cluster of embeddings. We embedded each document using
SimCSE (Gao et al., 2021), then determined the nearest neighbor (based on cosine similarity)
of each document. In other words, we compiled the following set of document pairs:

nearest(X) =

"#
xi, argmin

xj∈X\{xi}
sim(xi, xj)

$%

where X = {x1, ...xn} is the high-resource language corpus (as defined in Section 2), and sim
is the cosine similarity function. Then we ranked the high-resource documents based on how
many times they were the nearest neighbor of another document:

centrality(xi) = min(2, |{(xj , xi) ∈ nearest(X)}|)

Based on this ranking, we selected documents from the high-resource corpus until the bud-
get was exhausted. When using a uniform translation cost (i.e. when all documents had the
same translation cost), ties were broken based on sentence length2. When using a token-based
translation cost, ties were broken randomly.

We experimented with alternative approaches to selecting cluster representatives (e.g. cen-
troids of k-nearest neighbor clustering), but these all underperformed the simple method de-
scribed above.
2When two sentences had the same centrality, the longer sentence was preferred.
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Figure 2: Results for token-based (left) and uniform (right) translation costs. For each language
pair, we show the difference between the BLEU score of a model trained on documents selected
by a given technique, versus a corresponding model trained on a randomly selected corpus. For
each experiment, the budget is 20% of the high-resource training corpus (counted in terms of
tokens and documents, respectively).

5 Experiments

We used the experimental setup provided by the Coco4LM 2023 Shared Task. The training
corpus consisted of roughly 22k English sentences from the JHU Bible Corpus (McCarthy
et al., 2020), along with translations in six other languages: German (de), Indonesian (id),
Korean (ko), French (fr), Gujarati (gu), Burmese (my). Additionally, there was a development
corpus of 3919 sentences and a test corpus of 8708 sentences (all from the biblical domain).
Since none of the evaluated techniques used the non-English data for training3, we evaluated on
all six en-X language pairs (en-fr, en-gu, en-my, en-de, en-id, en-ko). For each corpus selection
technique, we fine-tuned the mBART-50 model (Liu et al., 2020) on the documents4 identified
by that strategy and evaluated using BLEU (Papineni et al., 2002). We used the implementation
and default parameters of mBART-50 provided by HuggingFace.

Results are shown in Figure 2. Our sentence embedding approach performed consistently
across the two translation costs and six language pairs (with one exception: en-fr translation for
the token-based translation cost). Surprisingly, the delfy algorithm consistently underperformed
the random baseline, despite successes in other studies (Zhao et al., 2020). Perhaps this was due
to the narrow domain (biblical) or the limited size of the training corpus.

6 Conclusion, Limitations, and Future Work

Sentence embeddings show potential as an instrument for selecting a good proxy dataset for a
translation domain. However, it is important to acknowledge the limitations of this pilot study.

Domain Specificity: All conclusions were drawn on the basis of the JHU Bible Corpus.
Dataset Magnitude: All conclusions were drawn in the context of a 25k sentence corpus.
Budget: Our results are specific to a budget of 20% of the tokens/documents.
Sentence Embedding Method: We focused exclusively on SimCSE embeddings.

In future work, we would like to make more robust conclusions about our proposed technique by
exploring a broader space of domains, dataset magnitudes, budgets, and sentence embeddings.

3The delfy algorithm used counts from the English corpus, and our approach used sentence embeddings
from the English corpus.

4Most documents in this corpus were single sentences.
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Abstract
We describe the AST submission for the CoCo4MT 2023 shared task. The aim of the task is to
identify the best candidates for translation in a source data set with the aim to use the translated
parallel data for fine-tuning the mBART-50 model. We experiment with three methods: scoring
sentences based on n-gram coverage, using LaBSE to estimate semantic similarity and identify
misalignments and mistranslations by comparing machine translated source sentences to cor-
responding manually translated segments in high-resource languages. We find that we obtain
the best results by combining these three methods, using LaBSE and machine translation for
filtering, and one of our n-gram scoring approaches for ordering sentences.

1 Introduction

Reliable parallel corpora are key to developing useful machine translation (MT) systems. Par-
allel corpora are commonly compiled by aligning corresponding documents in two or more
languages on the sentence level, with the aim of pairing semantically equivalent segments in
the languages. This can work well when source texts and translations of these texts are avail-
able. In cases where they are not available or not abundant, mining comparable corpora or
web-scraped texts can be used to produce useful parallel pairs or to augment available parallel
data. For some very low-resource (LR) language pairs or domains, neither parallel documents
nor comparable corpora may be available, and in order to build an MT system that generates
useful translation, creating a minimum set of training data by manually translating them may
be necessary.

In scenarios where corpus creation for machine translation is carried out by translating
sentences from a source language into a low-resource target language or in a specialized domain,
it is important to use the annotation budget efficiently in order to come up with sentences that
are likely to produce high-quality translations. In the CoCo4MT 2023 shared task, participants
are to come up with ways to identify the best examples to translate from a high-resource (HR)
source language, without any existing data in the target language. Translations of the source
data are provided into a number of HR-languages and these translations can be used to help
identify the best candidates for translation into the low-resource target language. A parallel
corpus of 22,204 lines in English, German, Indonesian and Korean are provided. Participants
can select up to 20% of these lines, with the corresponding pairs used to fine-tune an mBART
model Liu et al. (2020), namely the mBART-50 (Tang et al., 2021). The winner of the shared
task is the team whose instances result in the highest scoring model as measured by chrF++
(Popović, 2017).
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2 Related Work

Parallel corpora compiled by aligning corresponding documents in two or more languages on
the sentence level are available for a large number of language pairs, e.g. in the OPUS collection
(Tiedemann, 2012). Ramesh et al. (2022) collect a combination of available parallel corpora
and web-scraped material in a number of Indian languages. Bañón et al. (2020) collect web-
scraped data, predominantly in the languages of the European Union and Bañón et al. (2022)
aim to collect corpora for under-resourced European languages. For under-resourced languages
unsupervised methods exploiting monolingual corpora have been applied (Lample et al., 2018;
Artetxe et al., 2018), but have been found to need abundant monolingual data in similar domains,
for the performance not to deteriorate (Marchisio et al., 2020).

Bhatnagar et al. (2022) present a system for choosing source language instances to annotate
for MT. They find cross-lingual commonalities in instances that are useful for MT training and
use these to identify instances for training a new language pair.

3 System Description

In selecting the best subset of segments using the HR-language pairs we consider sentence
length, data diversity, misalignments and semantic equivalence. Our approaches are described
in Section 3.2.

Before carrying out our experiments we did some preprocessing of the training, validation
and test data sets.

3.1 Data Sets and Preprocessing
Participants in the shared task were provided access to parallel data from the JHU Bible corpus
(McCarthy et al., 2020), in HR-languages to use for instance selection, and in LR-languages for
evaluation of the data selection algorithms. The HR-languages were English, German, Korean
and Indonesian, and the LR-languages were Gujarati, Burmese and French. Training, devel-
opment and test splits for all languages, as well as baselines in the form of selected English
instances, are made available in a GitHub repository for the shared task.1

The training files contain 22,204 lines, the test files are 8,708 lines and the development
data comprise 3,919 lines. Upon inspection of the data we found that some lines contain empty
strings in one or more of the HR-languages. We removed these empty lines from the English
source file and deduplicated it, which gave us 19,718 lines to choose from. We also prepared our
test and development data by removing all lines that were empty in one or more of the four HR-
languages. This resulted in development files containing 3,410 lines and test files containing
7,622 lines. In our experiments, the development data are used for validation when fine-tuning
the mBART-50 model on our selected training data sets and the test data for evaluating the
usefulness of the data used in each experiment.

Data sets selected using two baseline methods are provided by the shared task organizers,
one based on length and the other a random selection of sentences.

3.2 Experiments
Aiming to identify the instances in the training data that have the greatest potential to cor-
rectly inform an NMT system on how to correctly translate, we experimented with a number
of approaches. Using the available HR-data, we evaluated our approaches on two translation
directions: En→De and En→Id. We compare the results of our experiments to translations
obtained by fine-tuning on the two baseline data sets. Our code is available on GitHub.2

1https://github.com/ananyaganesh/coco4mt-shared-task/
2https://github.com/steinst/coco4MT
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Sentence length and diversity: In the task we are allowed a maximum number of sen-
tences. Longer sentences should generally contain more information than shorter ones and
should therefore be likely to give better results. One of the baselines is indeed a set of the 20%
longest sentences in the source language, English. Instead of opting for a simple count of char-
acters or tokens, we tokenize all source language sentences using the BPE-tokenization model
used with mBART-50 and devise a greedy algorithm to try to order the sentences based on both
length and diversity. The algorithm considers unigrams, bigrams and trigrams in the tokenized
sentences and counts different such n-grams. In each round the highest scoring sentence is se-
lected and removed from the pool of sentences. When previously selected sentences contain an
n-gram for a set maximum number of times, it stops counting towards the score in the remain-
ing sentences. Simplified pseudocode is given in Algorithm 1. We conduct three experiments,
each having different number of allowed repetitions of each n-gram, with 1, 2 or 3 repetitions
allowed.

Algorithm 1 Greedy Algorithm Selecting based on sentence length and n-gram diversity
remaining_lines = all_source_language_lines
max_ngrams = {}
allowed_repetitions = n

while remaining_lines ≥ 1 do
for line in remaining_lines do

Count ngrams where (ngrams not in max_ngrams or allowed_repetitions ≤ n)
end for
max_ngrams← ngrams from highest scoring line
Remove highest scoring line from remaining_lines
Yield highest scoring line

end while

Semantic Similarity: When training MT systems we want the training data to contain
accurate translations. LaBSE (Feng et al., 2022) is a model trained and optimized to produce
similar representations for bilingual sentence pairs. It has been used for retrieving bitexts from
parallel corpora. Feng et al. (2022) use it on its own for that purposes while Steingrímsson et al.
(2021) use it as a part of a system that combines multiple approaches for the same purpose. It has
been shown to be useful for scoring sentence pairs to identify possible faulty pairs that should
be filtered out of an MT training set (Steingrímsson et al., 2023) and as a scoring mechanism for
sentence alignment (Steingrímsson, 2023). In our experiments, we use LaBSE in combination
with other approaches and remove all lines that obtain a LaBSE score under a given threshold
for any of the three HR-language pairs with English is a source language. Feng et al. (2022)
suggest that sentence pairs obtaining higher scores than 0.6 when mining comparable corpora
can be useful for MT training. (Steingrímsson et al., 2023) experiment with using the scoring
mechanism for multiple datasets and find that when working with data derived from parallel
corpora, a lower threshold can be set. In our experiments we set a threshold to 0.5, with all
sentence pairs obtaining lower scores being discarded.

Misalignments in the training data: Misalignments or partial misalignments in the train-
ing data can potentially have detrimental effects on the performance of MT systems (see e.g.
Khayrallah and Koehn (2018)). To try to identify the most prominent misalignments we use the
mBART-50 model, without any fine-tuning, to translate the English sentence pairs to German
and Indonesian. For the HR-language pairs we expect to obtain translations that give a decent
representation of the source sentences. We then calculate Chrf++ scores for each sentence pair
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BLEU scores for two HR-language pairs
Approach EN→DE EN→ID
Baseline: Longest Sentences 18.9 23.1
Baseline: Random Sentences 18.8 23.1
Greedy Algorithm - ngrams only count the first time (GA1) 17.4 23.4
Greedy Algorithm - First 2 occurrences of an ngram count (GA2) 18.4 26.0
Greedy Algorithm - First 3 occurrences of an ngram count (GA3) 18.2 25.9
GA1 + LaBSE and Chrf++ scores used for filtering LaBSE 18.4 23.0
GA2 + LaBSE and Chrf++ scores used for filtering LaBSE 21.3 26.2
GA3 + LaBSE and Chrf++ scores used for filtering LaBSE 17.9 23.6

Table 1: BLEU scores for different approaches.

and if the Chrf++ score is very low we assume there is a mismatch between the source and target
sentences and remove these from our training data. On the other hand, if we achieve very high
Chrf++ scores, we assume the contents of the sentence pairs are well represented in the training
data and thus opt not to use these sentence pairs for training. We set the minimum threshold to
20.0 and maximum to 60.0.

Combinations of different methods: Finally, we try to combine our three approaches in
various ways. The next section discusses the results for each of our approaches

4 Results and Discussion

We fine-tuned the mBART-50 model on the different datasets and selected the set of lines
that obtained the highest BLEU score (Papineni et al., 2002) for English→German and
English→Indonesian as evaluated on the cleaned test-set. Table 1 gives the results for the
different approaches. We find that for English→German we only manage to beat the baseline
instances once, while for English→Indonesian we do it all but once. There may be various
reasons for this, one of them might be that the mBART-50 model is trained on large quantities
of data in German, over 45M sentences Tang et al. (2021), and that our small parallel set is not
enough to improve the translations to any extent. A lot less Indonesian data is used for train-
ing mBART-50, only 84k sentences, and thus a careful selection of parallel sentence pairs for
fine-tuning may be more important in that case.

Our highest-scoring method uses the Chrf++ evaluation of translated sentences as well
as a LaBSE threshold score to filter the datasets and remove lines that we deem more likely
to be detrimental than others. We then order the remaining lines from highest to lowest scores
obtained by running our greedy scoring algorithm and select the top 20% of the original number
of lines, resulting in training sets of 4,440 lines for each language pair. This list of lines was
submitted as our optimal list of instances for corpus construction.

5 Conclusion

We have described our approach to selecting 20% of the lines in a source language training
set, for pairing with translations in other languages in order to obtain the optimal training data
set from what is available. We find that our approach, as measured by BLEU to evaluate HR-
language translation models, increases translation quality on the language that is not as well
represented in the multilingual language model being fine-tuned. This may indicate that using
only a low amount of data to fine-tune a model such as mBART-50 is more effective when the
language is not well represented in the training data for the model.
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